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ABSTRACT

This paper presents the results of a study whose objective was to understand how location within industrial concentrations, like clusters or industrial districts, affects the financial performance of firms. In its theoretical framework, this paper attempts to introduce the reasons behind the alleged superior performance of firms located in these concentrations, the base of the hypothesis formulated in this study. Analysis from a three-level hierarchical linear model applied to a sample of 509 companies located in the state of São Paulo found no evidence that industrial concentrations provide firms with superior performance, contradicting expectations generated by the theory. The decomposition of the variance of performance indicated that the location of the firms and the form with which a city interacts with an industry exerts significant influence on how they will perform. In short, location matters to the future of firms. This finding underlines the need to understand how characteristics of cities or regions can promote or retard the performance of firms.
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INTRODUCTION

The regional concentration of industries, i.e. the location of a few, well-defined industrial sectors in a region (Brakman, Garretsen, & Marrevijk, 2001), is a phenomenon that is far more common than usually imagined, and not just limited to such classic examples like Silicon Valley and Route 128. The reasons for their origins can be linked to very distinct factors. While some industries may be concentrated in a region due to the availability of specific resources, proximity to consumer markets, or even as a historical accident, other industries do not have any natural tendency towards a concentrated location (Mori, Nikishimi, & Smith, 2005).

Clusters and Industrial Districts, the concepts most commonly associated with the phenomenon of regional concentrations, obtained a projection that exceeded academic boundaries. Vom Hofe and Chen (2006) state that since the early 1990s analyses of industrial clusters as a new alternative strategy of economic development have proliferated. Clusters, and their like, have been recognized as a source of competitive advantage, capable of leveraging the competitiveness of countries and regions and providing firms located within their borders with superior performance (Boasson, Boasson, Macpherson, & Shin, 2005).

Perhaps the strongest reason for the growing interest in industrial concentrations is precisely the emergence of evidence suggesting that location in these regions can provide superior performance to firms (Arikan, 2009). In the literature, examples abound of studies confirming a positive relationship between industrial concentration and performance. Within some more recent research, operational measures such as innovation rates (Caner & Hall, 2006; Porter, 2003; Saxenian, 1996) and staff turnover (Fallick, Fleischman, & Rebitzer, 2006) have been used to establish this relationship. Others have confirmed the influence of industrial concentration through measures of growth, such as the growth of demand (Chung & Kalnis, 2001), wages (Porter, 2003) and jobs (Brito, Brito, Szilagyi, & Porto, 2008; Holmes & Stevens, 2002; Porter, 2003). Even the market share of companies was used to confirm this relationship (Sakakibara & Porter, 2001).

The results of these and several other studies may suggest that the evidence in favor of location in concentrations is unquestionable. However, these studies, prevalent as they are, have begun to share room with research that, at the very least, questions this relationship.

Many of the researchers who raise this question point out the methodological weaknesses of some of these studies. Some authors, for example, claim that the supposed positive relationship between concentration and performance has little empirical support, emphasizing that the lack of systematic data and appropriate measures of performance undermine the reliability of studies that claim such a relationship (Appold, 1995; Malmberg & Power, 2005). Several of the models used in these studies suffer from serious problems of estimation, casting doubt on the findings derived from them (Hanson, 2001).

Pouder and John (1996) observed biased results in several studies that found a positive relationship between industrial concentration and performance. Their analyses referred only to periods in which concentrations were not subjected to any kind of crisis, without considering the performance of clustered firms in trying times.

Appold (1995), when analyzing a random sample of almost 1,000 firms in the metallurgy industry, found no evidence to support the hypothesis of superior performance in terms of concentrations. Furthermore, no objective outcome was found to support the recurring idea that the small and medium sized businesses within the concentrations were able to overcome the limitations intrinsic to their nature, such as the lack of economies of scale (Becattini, 1991; Boschma & Lambooy, 2002). These authors, however, are not the only ones who present contrary evidence concerning a positive relationship between localization within industrial concentrations and performance. Dekle (2002), Ferreira (2005) and George and Zaheer (2006) are other examples of studies that accordingly add to the list.
Contradictory evidence in studies of the relationship between industrial concentration and performance open avenues for conducting studies that explore the effect of location in concentrations on the performance of firms from another perspective.

The main objective of this work is to measure the resulting effect of location in concentrations, comparing the results obtained with those of companies that are not in areas of regional concentration. Therefore, the unit of analysis is the firm. In order to compare the performance of concentrated companies with companies that are geographically isolated, financial measures which are directly or indirectly related to the bottom line of companies’ performance will be used.

Although some industrial concentrations might evolve into clusters or industrial districts, this study will still treat all these correlated phenomena as essentially industrial concentrations in order to avoid the risk of giving them the wrong classification within the taxonomy of industrial concentrations, as recommended by some authors (Ferreira, 2005; Martin & Sunley, 2003; Van Der Linde, 2002).

This paper is structured as follows: first, the literature review is presented, which forms the basis for structuring the hypotheses of this study; this is followed by the research methodology; finally, the results of the study are presented along with their primary implications and the study’s limitations.

**Literature Review**

Marshall (1985) was a pioneer in establishing a relationship between concentration and performance. He noted that firms that were concentrated in some regions of England benefited from certain advantages when compared to those that lay outside these concentrations. Examples of these advantages included savings in equipment and labor costs and a higher capacity for innovation.

The concentrated areas, from that moment on, gained recognition as an environment characterized by a large flow of knowledge, intense specialization of labor and the existence of a large network of subsidiary industries and specialized machinery (Marshall, 1985), enabling them to provide products and services at competitive costs (Floysand & Jakobsen, 2002; You & Wilkinson, 1994).

These characteristics would generate cost efficiencies in companies that were geographically concentrated, derived from economies of scale and the specialization of labor and technology, or a combination of these factors (Hoover, 1948). Once a concentration is established, the returns to scale achieved by firms regionally concentrated would stimulate the establishment of new firms in the region (Martin & Sunley, 1996; Porter, 1998a).

These pecuniary externalities, achieved when the presence of a new firm results in positive returns (profits) for all firms (Meadon, 2000), would be critical in location decisions (Krugman, 1993). However, these would not be the only externalities from which geographically concentrated firms would benefit. There would also be externalities associated with the direct – non mediated by the market – interdependence of firms (Scitovsky, 1954).

These economies, also known as dynamic or technological externalities, would have significant impact on innovation and growth, as well as carrying considerable weight in the location decisions of businesses (Henderson, Kuncoro, & Turner, 1995; Ketelhohn, 2002).

These dynamic externalities would be the result of a long history of interactions among concentrated firms, leading to the construction of distinct knowledge, capable of creating value available only to concentrated firms (Benneworth, 2002; Hakanson, 2004; Porter, 1998b), due to its tacit, non codified character (Boschma & Lambooy, 2002; Feser & Bergman, 2002). The repeated interactions and informal contracts stimulate trust and open communication, reducing the costs of controlling and recombining market relationships (Floysand & Jakobsen, 2002; Porter, 1998c).
Furthermore, the concentrations would have the potential to increase productivity and the rate of innovation of the firms located within their borders, thus leading to self expansion and strength (Porter, 1998a). Greater flexibility of products and processes and a larger reputation would be other potential benefits of locating within industrial concentrations (Corolleur & Courlet, 2003; Molina-Morales & Martínez-Fernández, 2003; Pietrobelli & Barrera, 2002). Location, therefore, is recognized as a factor that directly affects the competitive advantage of firms (Porter, 1998c), and industrial concentrations, in this context, would provide superior performance to their firms (Boasson et al., 2005).

Concentrated Firms and the Conversion of Assets into Profit

The importance given to the issue of location seems to justify the increasing geographic concentration of firms, as well as the accumulation of empirical evidence demonstrating the influence of geography on the results of firms, positioning itself as a key factor in defining the boundaries of the competitive landscape (Arikan, 2009).

The term competitiveness has been used in a general way to refer to the performance of firms. Therefore, at the firm level, competitiveness has a relatively clear meaning, referring to the ability of a company to compete, grow and be profitable in the market in which it operates (Bristow, 2005).

In studies on the composition of the performance variance of firms, the Return on Assets [ROA] and Operational Return on Assets [OpROA] are among the most common indicators of profitability (Mcgahan & Porter, 1997; Rumelt, 1991). The rate of Return on Assets [ROA] measures the overall efficiency of the company in generating profit from its available assets (Gitman, 2001). It can be interpreted in two ways. First, ROA measures the firm’s capacity and efficiency for using its available assets to generate profits. Second, it reports the total return financed by capital providers (liabilities and equity), regardless of the source of capital (White & Sondhi, 1997). The ROA is commonly expressed as follows:

$$RoA = \frac{Net\ Income\ (After\ Income\ Tax)}{Total\ Assets}$$ (1)

Assuming that a company has an ROA index of 0.11, it means that it has been able to convert the equivalent of 11% of the total value of its assets into net income.

As observed at the beginning of this section, location economies provide firms with a series of gains in cost, resulting in gains of scale, specialization of labor and better use of technologies and resources. However, these economies are not manifested only by gains in cost, but also by superior innovation and productivity, forged by a long history of interactions and relationships between firms, capable of enhancing the creation of value for companies operating in concentrations. Lower costs combined with higher productivity and creation of value would form the conditions necessary for firms located in industrial concentrations to have a performance superior to those firms not located in concentrations. This is the first hypothesis of this study.

Hypothesis 1: The companies located in industrial concentrations have a rate of return on assets [ROA] superior to that of firms not located in industrial concentrations.

The use of net profit for the calculation of ROA, however, may offer a false perception as to the potential for generating profit from the operations of a company. This is possible because, on the basis of calculating the net profit, there may be some non-operational revenues and expenses included, as well as payments resulting from participations, contributions and donations. In short, these additions and deductions reported after operating profit may cause some firms to appear less profitable than they actually are (White & Sondhi, 1997). To avoid this problem, one possible solution is the use of Operating Return on Assets [OpROA], which takes the firm’s operating profit rather than net income.
into account in order to measure the actual capacity of a company to generate profits with its operational activities. Expressed as a formula:

\[ \text{OpROA} = \frac{\text{Operating profit}}{\text{Total assets}} \]  \hspace{1cm} (2)

Additionally, a secondary hypothesis, related to the operating profit of firms, is presented in an attempt to avoid the noise derived from expenditures and revenues not related to their core activities.

Hypothesis 1.1: The companies located in industrial concentrations have a rate of return on operating assets [OpROA] superior to that of firms not located in industrial concentrations.

### Concentrated Firms and the Efficiency of Their Assets

The Return on Assets [ROA] of a firm has a direct relationship with its assets turnover (here named ASSETURN), which is a general measure of efficiency of the investment of a company, considering the impact of short and long-term assets (White & Sondhi, 1997). In other words, it represents the capacity that the company has to convert its assets into sales, calculated as follows:

\[ \text{Assets Turnover} = \frac{\text{Sales}}{\text{Total Asset}} \]  \hspace{1cm} (3)

One of the possible ways to calculate the ROA of a firm is to multiply the product's profit margin by the asset turnover, which is known in literature as the Du Pont equation (Brigham, Gapensky, & Ehrhardt, 1999), as can be seen below:

\[ \text{ROA} = \text{Profit Margin} \times \text{Asset Turnover} \]  \hspace{1cm} (4)

or

\[ \text{ROA} = \frac{\text{Net Profit}}{\text{Sales}} \times \frac{\text{Sales}}{\text{Total Assets}} \]  \hspace{1cm} (5)

This way of calculating the ROA shows the ability of assets turnover in leveraging the profitability of companies. Therefore, assuming net margins constant, the higher the asset turnover, the better the performance of that company will be in terms of ROA.

Companies located in industrial concentrations may see a larger increase in sales as opposed to those of firms not located in concentrated areas (Federação das Indústrias do Estado de São Paulo [FIESP], 2008), which would directly affect the asset turnover. Concentrated firms could take advantage of the reputation associated with some concentrations (Molina-Morales & Martínez-Fernández, 2003), as well as the flexibility of their products and processes (Corolleur & Courlet, 2003; Pietrobelli & Barrera, 2002; You & Wilkinson, 1994) to increase their sales. The greater capacity for innovation could also be reflected in higher sales through the creation of products and services of greater value (Benneworth, 2002; Hakanson, 2004; Porter, 1998a, 1998b).

Moreover, the asset turnover can be leveraged through the reduction of the total assets of the company. In this sense, the existence of an extensive network of suppliers and specialized machines in the concentration would allow the outsourcing of certain operational and non-operational activities (Kotval & Mullin, 1998; Marshall, 1985; Porter, 1998a; You & Wilkinson, 1994), thereby decreasing the need for fixed assets and, consequently, the total assets of the companies.

Both increased sales and reduced total assets could work in favor of the firm’s asset turnover. The supposed benefits arising from location in industrial concentrations would provide firms with a higher asset turnover when compared to firms that are not concentrated.
Hypothesis 2: Companies located in industrial concentrations have a rate of asset turnover (ASSETURN) superior to that of firms not located in industrial concentrations.

**METHODOLOGY**

The verification of the existence of a positive relationship between industrial concentrations and performance requires the development of a variable that discriminates between firms located in industrial concentrations and those that are isolated. It is therefore necessary to resort to a methodology in order to identify regions characterized by the concentration of any productive activity.

Several studies (Audretsch & Feldman, 1996; Britto & Albuquerque, 2002; Crocco, Galinari, Santos, Lemos, & Simões, 2006; Hoen, 2000; Instituto Paranaense de Desenvolvimento Econômico e Social [IPARDES], 2005; Krugman, 1991; Puga, 2003; Serviço de Apoio às Micro e Pequenas Empresas [SEBRAE], 2002; Suzigan, Furtado, Garcia, & Sampaio, 2003) have proposed methodologies for distinguishing industrial concentrations. Since there are significant similarities between the methodologies for identification of industrial concentrations, the model proposed by Puga (2003) has been chosen for use in this study.

Basically, the methodology of Puga (2003) makes use of two indicators: the quotient of location [QL], which is a specialization index of the region, and the Gini coefficient [GINI], which aims to measure the degree of concentration of an industry within a specific region, in accordance with Krugman (1991) and Audretsch and Feldman (1996). Puga (2003) also requires a minimum amount of establishments and jobs to confidently classify a region as an industrial concentration.

In this work, the QLs and Ginis were calculated from data on jobs from the RAIS (acronym for Relação Anual de Informação Sociais, Yearly Social Information Report) database, published by the Brazilian Ministry of Labor and Employment. The selected data include all formal jobs of the 99 economic activities of the manufacturing industry, ranging between the 3-digit CNAEs (the Brazilian version of Standard Industry Classifications [SICs]) 151 and 372, in 645 cities in São Paulo State from 1996 to 2005. Data on the numbers of establishments per industry-city interaction were also obtained from the same database.

This study used data concerning jobs and establishments for ten consecutive years, unlike the study of Puga (2003), whose data included just one year of observation. This study considered only industry-city interactions that, in the years of 1996 to 2005, met the criteria of Puga (2003) for at least six years. After delimiting this scope and applying the selected criteria, 489 industry-city interactions that could be considered industrial concentrations were obtained.

Thus, the dummy variable CONC was defined with a value of 1 for the industry-city interactions that are characterized as industrial concentration and 0 for others.

**Dependent Variables**

Performance was operationalized by three indicators: net income divided by assets (ROA) and operating income divided by assets (OpROA), in accordance with the majority of previous studies on the composition of the performance variance (McGahan & Porter, 1997; Rumelt, 1991) and asset turnover (ASSETURN).

The performance database of firms was provided by SERASA, an analysis and information company for credit decisions and support for businesses. It provided a database of companies located in Sao Paulo whose economic activities were previously characterized by the presence of industrial concentrations.
Originally, the base contained 8,637 records pertaining to 1,569 firms located in 76 cities, belonging to 59 different CNAEs. This database contained variables concerning the accounting and financial results of these companies for up to ten consecutive years. It is important to highlight that the sample is composed both by companies located in concentrations as well as outside of them, so that the results of the two groups can be compared. Initially, the concentration variable (CONC) was inserted into the base, which was submitted to a data screening process. Using a process similar to that proposed by Goldszmidt, Brito and Vasconcelos (2007), it was established that: (1) companies should have at least four years of observation; (2) there should be at least two firms in each industry–city interaction; (3) outliers in each of the measures of performance would be eliminated, defined by the values of ROA or OpROA greater than 1.00, less than -1.00 and asset turnover greater than 8. By applying these filters, the database of SERASA was reduced to 4,280 records, representing 509 firms belonging to 23 different industries or CNAEs, located in 46 cities of the state of Sao Paulo. Thirty eight (38) of the 509 firms in the sample (or 7.47% of the total) were located in industrial concentrations.

Analytical Method

The variability of firm performance can be explained by variables at different levels of aggregation. Some, for example, characterize attributes specific to firms (such as size), which distinguish between companies that operate in the same industry. Other variables, at a more aggregated level, characterize industries (such as the degree of concentration) and are common to all firms that compete in the same industry. Firms that operate in the same geographical area, in turn, share regional characteristics (such as the quality of local infrastructure, strength of institutions, etc.). Finally, some variables are not simply related to one industry or one city, but to a specific combination of industry and geographical region, a category to which industrial concentrations and clusters belong. This hierarchical organization of observations requires the use of a specific statistical technique.

According to Hoffman (1997), there are basically three alternatives for the analysis of data at multiple levels. The first of these consists of disaggregation of data, associating the same value to each case within the same group, which is obtained from the higher level. A non-hierarchical model of analysis would then be used for individual cases. This strategy has been widely used when applying linear regression models with a dummy variable indicating an industrial concentration that assumes the same value, 1, for all firms located in concentrations. However, this approach violates the assumption of independence of observations, which implies an underestimation of the magnitude of standard errors of estimates (Hox, 2002).

The second alternative consists of using mean values. This approach is also found in the analysis of the relationship between performance and industrial concentrations, when studying any indicator of mean performance by industry-city interaction rather than the individual performance of each firm. In these cases, the variability in performance among firms in the same industry-city interaction is ignored.

Finally, the multi-level models, also known as hierarchical models, have as a main advantage the recognition of the hierarchical nature of the data, which allows the inclusion of explanatory variables at the appropriate level. The industrial concentration, a variable that characterizes a combination of industry and city, would be included at the industry–city interaction level, while the size of each firm, for example, would be considered as a variable at the firm level. Although frequently used in research fields such as Education, the application of hierarchical models in Management is quite recent (Hough, 2006; Short, Ketchen, Palmer, & Hult, 2007). These models can bring diverse benefits to the analysis of the relation between industrial concentrations and performance, which are discussed in the following section.

The Proposed Model

The model adopted in this study is based on the structure used by Goldszmidt, Brito and Vasconcelos (2007) to analyze the home country effect. The main interest of this study is industry-city
interaction, as part of this effect may be a result of the existence of industrial concentrations or clusters. This interaction captures the influence of all attributes that are specific to an industry in a city, which is added to the main effects of industry and city. Industry attributes may affect the performance of firms in this industry in several locations, while the characteristics of a particular city may influence firms of diverse sectors located in this city. On the other hand, some properties of a particular industry in a specific city may affect firm performance. The effect of the presence of a regional concentration of an industry in a city, for instance, would not be accounted for by the city and industry effects, but only by their interaction.

The main effects of industry and city must also be controlled in the model, in order to keep the specific characteristics of an industry or a city from contaminating the conclusions related to industry–city interactions. The city and industry effects should be considered as cross-classified within the same level, since there is no hierarchical relationship between them. Thus, the highest level should include the main effects for cities and industries, as well as the industry-city interaction. Firms are nested in the industry-city interactions and, finally, the annual observations are nested in firms.

Thus, a three level model is considered, with cities \((l)\), industries \((k)\) and city-industry interactions \((kl)\) at Level 3; firms \((j)\) at Level 2; and the years \((i)\) at Level 1. Formally:

**Level 1**

\[
\text{Performance}_{ijkl} = \pi_{0jkl} + e_{ijkl} \quad e_{ijkl} \sim N(0, \sigma^2_e)
\]

where \(\pi_{0jkl}\) is the mean performance of the firm \(j\) and \(e_{ijkl}\) is the deviation from the mean performance of the firm in the year \(i\).

**Level 2**

\[
\pi_{0jkl} = \beta_{00kl} + r_{0jkl} \quad r_{0jkl} \sim N(0, \sigma^2_r)
\]

where \(\beta_{00kl}\) is the mean performance of firms of industry \(k\) from city \(l\) and \(r_{0jkl}\) is the deviation from the mean performance of firm \(j\) relative to this mean.

**Level 3**

\[
\beta_{00kl} = \gamma_{0000} + s_{000k} + t_{000l} + u_{00kl}
\]

\[
s_{000k} \sim N(0, \sigma^2_s) \quad t_{000l} \sim N(0, \sigma^2_t) \quad u_{00kl} \sim N(0, \sigma^2_u)
\]

where \(\gamma_{0000}\) is the grand mean of performance, \(s_{000k}\) is the residual of industry \(k\) in relation to this mean (Industry effect), \(t_{000l}\) is the residual of city \(l\) relative to this mean (city effect) and \(u_{00kl}\) is the residual of industry–city interaction \(k – City\ l\) (Industry-City Interaction Effect). In compact notation:

**Eq. 1**

\[
\text{Performance}_{ijkl} = \gamma_{0000} + s_{000k} + t_{000l} + u_{00kl} + r_{0jkl} + e_{ijkl}
\]

This model can estimate the fraction of variability in performance associated with each level. Thus, belonging to a cluster or industrial concentration may only partly explain the variability existing among industry-city interactions \((\sigma^2_u)\). In estimating the fraction of this variability in relation to the
total variance, an upper limit of the explanatory power of any variable that characterizes industry-city interactions is obtained. Although not resolving the issues regarding the difficulties of the empirical operationalization of concentrations, this methodology allows the estimation of the maximum potential for its explanatory power of performance, as long as the city is used as the unit of regional analysis and the 3-digit CNAE as the operationalization of industry.

The variance explained by each effect cannot be taken as a measure of its importance (Brush & Bromiley, 1997). In this study, the relative importance is calculated by the square root of the variance component, based on studies by Brush and Bromiley (1997), who conclude that “the importance of an effect is approximately the square root of the variance component” (pp. 833-834).

The inclusion of the CONC variable at level 3 allows testing the effect of belonging to an industrial concentration on the performance of industrial firms. At level 2, there are two control variables, the age and size of firms.

Age was operationalized as the elapsed time (in years) from the founding of the company until the midpoint of the period observed in this study. For example, a firm established in the year 1960, with data from 1996 to 2004 in the SERASA database, would be forty years old (mid-point of the observed period, i.e. 2000, subtracted from the founding date). The size was operationalized as the natural logarithm (ln) of the firm’s mean assets during the period of analysis, adjusted by the IGP-DI, a Brazilian inflation index, with values from December 1996 to offset the inflationary effects. By incorporating the age and size, at level 2 the model would be as follows:

**Level 2:**

\[ \pi_{j|kl} = \beta_{00kl} + \beta_{010}Age + \beta_{020}Ln \text{ size} + r_{0jkl} \]

where \( \beta_{010} \) represents the estimate of the mean effect of age on the performance of firms, and \( \beta_{020} \) represents the estimate of the mean effect of size on performance.

**Level 3:**

\[ \beta_{00kl} = \gamma_{0000} + \gamma_{1000}CONC_{kl} + s_{000k} + t_{000t} + u_{00kt} \]

where \( \gamma_{1000} \) represents the estimate of the mean effect of industrial concentration on the performance of the firms.

A positive and significant coefficient would indicate a positive effect of industrial concentration on performance. Besides the model with ROA as the dependent variable, two other models were estimated with OpROA and ASSETURN, as the predicted variable.

The analysis of the effect of concentrations on the performance of firms has a considerable limitation: the estimated coefficient indicates the mean effect of industrial concentration on performance. Thus, while certain concentrations can bring exceptional performance to companies that are located within, others can cause the opposite effect. The estimation of the mean effect ignores this possibility, eliminating the idiosyncrasies of each concentration and, potentially indicating a null mean effect.

The effect of each concentration on the performance of its firms can be analyzed in the multilevel models by inspecting the residual of each industry-city interaction \( (u_{00kt}) \). This residual indicates whether the performance of firms in an interaction between an industry \( k \) and a city \( l \) is either above or below the expected value, given the industry and the city in which the firms operate. Positive and significant residuals will indicate a positive effect of some characteristic of that interaction (the industrial concentration, for example). The effect of such differences on performance could be studied by the prediction of the residual \( u_{00kt} \).
These residuals can be predicted by an empirical Bayesian estimator, which has the characteristic of shrinkage (it is biased towards the mean). Industry-city interactions with smaller samples tend to have unstable estimates of $\beta_{0001}$. Thus, the lower the number of observations and the higher the variance of performance within the interaction, the greater the shrinkage of the estimator will be towards the mean and the higher the magnitude of prediction errors (Raudenbush & Bryk, 2002).

This shrinkage, however, implies more efficient forecasts with lower standard errors and, consequently, narrower intervals of predictions (Snijders & Bosker, 1999). The predictions are also more appropriate when the number of cases in the lower level (firm) per unit of higher level (industry-city interaction) is small (Raudenbush & Bryk, 2002).

After screening the SERASA database, the study proceeded to the analysis of multilevel models using the statistical software STATA®, version 10, in order to evaluate the effect of industrial concentrations on each performance indicator considered in this study.

**FINDINGS AND DISCUSSION**

The null model formalized in Equation 1 was estimated to decompose the variance of the performance of firms for the indicators ROA, OpROA and ASSETURN. Consistent with the findings of previous studies (Hough, 2006; Rumelt, 1991), the main determinants of performance (Table 1) were the effects related to levels 1 and 2 - time (approximately 70% for ROA, and 62% for OpROA and 35% to ASSETURN) and firm (25% for ROA, 33% for OpROA and 50% for ASSETURN). The high fraction of variance associated with time can be explained by the large time frame under study (10 years). At higher levels, the effects related to the external environment (city, industry and industry-city interaction) account for a small fraction of the performance variance.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Decomposition of the Performance Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROA</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
</tr>
<tr>
<td>Municipal</td>
<td>3.220</td>
</tr>
<tr>
<td>Industry</td>
<td>9.362</td>
</tr>
<tr>
<td>Industry-City Interaction</td>
<td>5.087</td>
</tr>
<tr>
<td>Firm</td>
<td>111.273</td>
</tr>
<tr>
<td>Time</td>
<td>314.862</td>
</tr>
</tbody>
</table>

The effect of industry-city interaction accounted for 1.15% of the total variance of ROA, of 1.74% of OpROA and 3.28% of ASSETURN. This indicates that, however the variables may characterize industry-city interactions (these include industrial concentrations, industrial districts and clusters), they can explain at most approximately 3% of the total variability of performance between companies. These results suggest that the effect of location in industrial concentrations on the performance of industrial firms is limited.
On the other hand, together, the relative importance (based on the square root of the variance components, as suggested by Brush & Bromiley (1997), of the city and the industry-city interaction reaches approximately 12% of the ROA, 15% of OpROA and 22% of ASSETURN, suggesting that the location of firms and the way a city interacts with an industry exert considerable influence on how a firm will perform. In short, location matters greatly to the destiny of firms, which underlines the need to understand which characteristics specific to cities or regions could promote or retard the performance of their firms.

Next, the dummy variable CONC was included in the model. The statistical significance of its coefficient ($\gamma_{1000}$) allowed the testing of the mean effect of industrial concentration on performance. Control variables age and ln_size were also included. In relation to the variable CONC, Table 2 shows that the coefficients were positive for OpROA and ASSETURN, and negative for ROA, but statistically not significant (p values greater than 0.10, as seen in the figures in parentheses). Therefore, sufficient evidence was not found to affirm that location within industrial concentrations provides companies with greater ROA, OpROA and asset turnover when compared to companies that are not located in industrial concentrations.

The control variable age proved to be significant at a level of 1% for ROA, OpROA and ASSETURN. In all three cases, the coefficient was negative, indicating that the companies’ performances worsened as they grew older. As for the size (natural logarithm), this proved significant only for ASSETURN. The coefficients of the variable ln_size were not specified in the table for the ROA and OpROA, as they were not significant.

Table 2

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>ROA</th>
<th>OpROA</th>
<th>ASSETURN</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>$\gamma_{0000}$</td>
<td>3.95</td>
<td>9.35</td>
<td>4.07</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
<tr>
<td>CONC</td>
<td>$\gamma_{1000}$</td>
<td>-0.65</td>
<td>0.065</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>(0.789)</td>
<td>(0.983)</td>
<td>(0.622)</td>
<td></td>
</tr>
<tr>
<td>Ln_size</td>
<td>$\beta_{0010}$</td>
<td>-</td>
<td>-</td>
<td>-0.114</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.000)</td>
</tr>
<tr>
<td>Age</td>
<td>$\beta_{0020}$</td>
<td>-0.139</td>
<td>-0.227</td>
<td>-0.18</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td></td>
</tr>
</tbody>
</table>

These results depend, however, on how the concentrations and the industries were operationalized, and the assumption that the effect of the concentrations on performance is relatively homogeneous. It is possible, however, that the effect of the concentrations is positive in some industrial concentrations and negative in others. Besides the fact that the companies are subject to the effects of the city and the industry to which they belong, there is also an effect resulting from the interactions that an industry has with a specific city, or the residual of each industry-city interaction ($u_{00i:k}$).

The example of the furniture industry (CNAE 361) in the city of Votuporanga sheds some light on the situation. All of the firms (of all industries) located in Votuporanga are subject to an effect specific to that city. All of the furniture companies of the state of São Paulo are subject to an effect resulting from the industry to which they belong. Finally, the location of the furniture industry in the city of Votuporanga results in a specific effect on the interaction between industry and city, and it is possible that this effect is due to the existence of an industrial concentration in more complex stage of development, such as a cluster.
Table 3 shows the specific effects (residuals) of the industry-city interactions characterized by the existence of concentrations. There is thus a synergetic effect of the location of the furniture industry in Votuporanga: 0.42 percentage points added to the expected value of ROA - besides the independent effects of being in Votuporanga (city effect) and belonging to the furniture industry (industry effect). The effects of this interaction are also positive for the variables OpROA and ASSETURN.

Most of the industry-city interactions listed in Table 3 have negative effects for each of the three indicators. The cities of Jundiaí and Votuporanga are exceptions, showing positive effects of industry-city interactions for most indicators.

Table 3

<table>
<thead>
<tr>
<th>City</th>
<th>CNAE</th>
<th>ROA</th>
<th>OpROA</th>
<th>ASSETURN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Americana</td>
<td>174</td>
<td>-0.02</td>
<td>-0.04</td>
<td>-0.04</td>
</tr>
<tr>
<td>Itapira</td>
<td>245</td>
<td>-0.39</td>
<td>-0.57</td>
<td>0.05</td>
</tr>
<tr>
<td>Jundiaí</td>
<td>282</td>
<td>0.47</td>
<td>1.68</td>
<td>0.14</td>
</tr>
<tr>
<td>Leme</td>
<td>234</td>
<td>-0.43</td>
<td>-0.55</td>
<td>-0.05</td>
</tr>
<tr>
<td>Limeira</td>
<td>294</td>
<td>-0.29</td>
<td>-0.44</td>
<td>0.02</td>
</tr>
<tr>
<td>São José do Rio Preto</td>
<td>282</td>
<td>0.06</td>
<td>-0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>Sertãozinho</td>
<td>282</td>
<td>-0.18</td>
<td>-0.53</td>
<td>-0.10</td>
</tr>
<tr>
<td>Sorocaba</td>
<td>295</td>
<td>-0.07</td>
<td>-0.04</td>
<td>-0.02</td>
</tr>
<tr>
<td>Votuporanga</td>
<td>361</td>
<td>0.42</td>
<td>0.59</td>
<td>0.02</td>
</tr>
</tbody>
</table>

In the interaction between the furniture industry and Votuporanga, it is possible that the positive effects are a direct result of regional policy for the development of a cluster in the northwestern part of the state of São Paulo which, among other goals, aims to reduce operation costs by 5% and increase productivity and profitability by 20% in furniture companies that are part of this project (Associação Industrial da Região de Votuporanga [AIRVO], n.d.). However, several factors may explain the positive effects of this interaction, and the same applies to the interaction between the manufacturing industry of tanks, boilers and metal reserve tanks (CNAE 282) and the city of Jundiaí.

Although the industry-city interaction mean effect was not significant, the relevance of the effects of industry-city interactions listed in Table 3 cannot be disregarded. In some of these interactions, these effects are not small. The cause of these effects may be analyzed by qualitative studies in these locations. Just as it is important to know why the interactions associated with the cities of Jundiaí and Votuporanga have a positive effect on their businesses, it is also essential to understand why the opposite occurs in other interactions.

**FINAL CONSIDERATIONS**

This study examined the relationship between the geographic concentration of firms and their performance. It presented, as the main contribution, the use of multilevel models for analyzing the data, an appropriate technique for observations in hierarchical structures, as observed when studying industrial concentrations.
Despite the lack of consensus on the definition and form of operationalization of industrial concentrations and clusters, all of these constructs relate to variables that are found at the level of industry-city interaction (or other definition of regional units, such as micro-region, for example).

The relative importance of city effects and industry-city interaction taken together (approximately 12% of the ROA, 15% of the OpROA and 22% of ASSETURN), clearly indicates that the location of firms and how a city interacts with an industry considerably influence how the firms will perform. In other words, location plays a key role in the destiny of companies, whether located in industrial concentrations or not.

The model used in this study also estimates the specific effects of each industry-city interaction characterized by the existence of industrial concentrations, opening up possibilities for further studies to seek to understand why the effects on the performance of firms tends to vary so much between interactions.

Some limitations of this study should be highlighted. The number of firms for interaction was small in many cases. The industry was operationalized by 3-digit CNAE, which can generate a bias of aggregation. Moreover, only one indicator of industrial concentration was used. Future studies could compare different forms of operationalizing industries and industrial concentrations and use larger samples.

Although companies’ financial reports were obtained from a trustworthy institution in Brazil, these data do not entirely reflect the reality of the national economy, characterized by a high number of companies that are not formally established (informal economy), which attempt to avoid high rates of taxation. Unfortunately, these companies are not included in official statistics, since it is difficult to obtain data and information about them.

However, some important academic and managerial implications should be considered. The geographical location, although important for the businesses, should also be accompanied by the development of resources specific to the businesses, as can be seen through the relative importance of the firm effect. Location matters and so do the specific resources of the firms.

In academic terms, the use of multilevel models demonstrated the potential that new methodologies that consider the nature of each variable can bring, contributing to the research field and opening avenues for further research.
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